
DSC 140A - Homework 06
Due: Wednesday, February 19

Instructions: Write your solutions to the following problems either by typing them or handwriting
them on another piece of paper or on an iPad/tablet. Show your work or provide justification
unless otherwise noted; submissions that don’t show work might lose credit. If you write code to
solve a problem, include the code by copy/pasting or as a screenshot. You may use numpy, pandas,
matplotlib (or another plotting library), and any standard library module, but no other third-party
libraries unless specified. Submit homeworks via Gradescope by 11:59 PM.

A LATEX template is provided at http://dsc140a.com, next to where you found this homework.
Using it is totally optional, but encouraged if you plan to go to grad school. See this video for a quick
introduction to LATEX.

Problem 1.

In this problem, you will demonstrate that kernel ridge regression is equivalent to ridge regression performed
in feature space by showing that they make the same predictions on a concrete data set.

We’ll use the toy data set:

i ~x(i) yi

1 (0, 2)T 1
2 (1, 0)T 1
3 (0,−2)T 1
4 (−1, 0)T 1
5 (0, 0)T -1

We will define
~φ(~x) = (1, x2
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It turns out that κ(~x, ~x′) = (1 + ~x · ~x′)2 is a kernel for ~φ.

You can write code to perform any and all calculations in this problem. If you do, please show your code.

a) Learn a prediction rule H1(~x) by performing ridge regression in the 6-dimensional feature space and report
the optimal parameter vector ~w. Use a regularization parameter of λ = 2.

b) Given a new point, ~x = (1, 1)T , what is the prediction made by your ridge regressor? That is, what is H1(~x)?
Show your calculations / code.

c) Compute the kernel matrix, K, for this data.

d) Learn a prediction function H2(~x) by solving the kernel ridge regression dual problem; that is, by finding
the optimal vector ~α. Recall that there is an exact solution: ~α = (K+nλI)−1~y. Report the ~α that you find.

Note: the lecture slides had originally stated the solution without the n in nλI. This was a typo and has
been fixed.
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e) Let ~x = (1, 1)T , as before. What does your kernel ridge regressor predict for this point? That is, what is
H2(~x)?

Hint: H2(~x) should be the same as H1(~x).

Problem 2.

Let X be a continuous random variable, and let Y be a binary random variable. Suppose the class conditional
densities are know to be:

pX(x |Y = 0) =


1/5, if 0 ≤ x ≤ 2

1/3, if 2 < x ≤ 3

1/15, if 3 < x ≤ 7

pX(x |Y = 1) =


1/6, if 0 ≤ x ≤ 1

1/8, if 1 < x ≤ 5

1/6, if 5 < x ≤ 7

Suppose also that P(Y = 0) = 0.4 and P(Y = 1) = 0.6.

For what values of x ∈ [0, 7] will the Bayes classifier predict y = 1?

Problem 3.

Let X be a continuous random variable, and let Y be a random class label (1 or 0). Recall that the Gaussian
probability density function (pdf) is given by:

N (x |µ, σ2) =
1√
2πσ2

exp

(
− (x− µ)2

2σ2

)

Suppose pX(x |Y = 1) is a Gaussian pdf with µ = 2 and σ = 3 and that pX(x |Y = 0) is also Gaussian with
µ = 5 and σ = 3. Suppose, too, that P(Y = 1) = P(Y = 0) = 1

2 .

Recall that the Bayes error is the probability that the Bayes classifier makes an incorrect prediction. What
is the Bayes error for this distribution? Show your work.

Hint: you’ll want some way to compute the area under a Gaussian. You can use the tables that appear
in the back of your statistics book, or you can use something like scipy.stats.norm.cdf. We’ll let you
read the documentation to see how to use it, but it may be helpful to remember that if F is the cumulative
density function for a distribution with density f , then

∫ b

a
f(x) dx = F (b)− F (a).
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